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• Introduction
• Statistical inference and statistical hypotheses
• Significance level and p-value
• Hypotesis test
• Example(s): soap vs shower gel

Agenda – how to test statistical hypothesis



Introduction - Inferential statistics

Random
Representative

Sample

Inference

Inferential statistics use a random sample of data taken from a population to 
describe and make inferences about the population.



Statistical hypotheses
• Every judgement about population without research of the entire population.

• Null hypothesis (H0) is general statement, that there is no relationship between two (or 
more) measured phenomena (or no association among groups). It can be a statement
about value of the parameter for one variable. 

I.e. Null hypothesis – The population mean of weekly size of soap distribution is equal to 
1650 boxes. Formally: H0: m= 1650 
• The null hypothesis is assumed to be true until there is no reason to reject the 

hypothesis. 
• If the H0 is rejected, then alternative hypothesis H1 is accepted. 



Error types

Real situation
H0 is true H1 is true

Accept null hypothesis Right decision
(1-a)

Wrong decision
Type II Error

(b)

Reject null hypothesis
Wrong decision

Type I Error
(a)

Right decision
(1-b)



Significance level and p-value

• Significance level (a) – the probability of the study rejecting the null 
hypothesis, when it is true.

• Significance level must be stated by researcher (usually: 0,001; 0,01; 0,05; 0,1)

• Confidence level (1-a) – the probability that the value of a parameter falls 
within a specified range of values (confidence interval).

• P-value – tested value of probability, is a borderline value of statistical 
significance. 

• The result is statistically significant, by the standards of the study, when p < a.



• Alternative hypotesis H1

http://www.sci.utah.edu/~arpaiva/classes/UT_ece3530/hypothesis_testing.pdf

H0: m= 1650
H1: m > 1650 

H0: m= 1650
H1: m < 1650 

H0: m= 1650
H1: m 1650 

• Alternative hypothesis can be formulated one-tailed or two-tailed.
• The definition of hypotesis H1 determines type of  statistical test. 
•



Test statistic

• Statistic – mathematical 
formula which allows to count 
the characteristic value of the 
sample on basis of theoretical 
background of hypothesis.

• P-value is a function of statistic. 
• Decision rule - result of the 

comparison of values. If the test 
statistic is in the critical region
(p < a), reject H0. Otherwise, do 
not reject H0

Example

଴ ଴

ଵ ଴

There is no reason to reject the hypothesis H0



• (Summary) Steps in the hypothesis testing

1. State the null and alternate hypothesis.
2. State significance level (α).
3. Choose the test statistic and establish the critical 

region.
4. Compute the test statistic (and p-value).
5. If the test statistic is in the critical region (p < a), 

reject H0. Otherwise, do not reject H0.



• Example: Test of means

Is there a significant difference between average weekly number of distributed soap boxes 
and average weekly number of distributed shower gel boxes?

଴ ଵ ଶ

ଵ ଵ ଶ

The hypothesis H0 is rejected, there is a significant difference between the average values.



• Excel … last time

The hypothesis H0 is rejected, …
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